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Abstract. User modeling tends to be seen as a “means to an end”: something 
that is needed to adapt systems to users, and that we want to make as painless 
and effortless for the users as possible. This paper describes how user modeling 
can be a goal in itself, a pleasurable activity that provides users with somebody 
to have meaningful conversations with. The example of interactive Television 
as an artificial companion for the elderly is explored. In addition, it is shown 
how techniques for knowledge editing as put forward by the Natural Language 
Generation community can help to make user modeling easy and pleasant.  

1 Background 

The importance of social support 
The elderly constitute an increasing proportion of the population in the UK and 
Europe. Increasingly, elderly people live alone, and have a small social network [1]. 
A poor social network carries an increased risk of developing dementia [2] and 
depression [3], and has a life-shortening effect [4]. Conversely, friendship and 
conversation have been shown to have a clear positive impact on health and well-
being [5].  
     Television plays a central role in the life of an elderly person: a recent study in the 
UK shows that older people are the heaviest consumers of television, with the 65+ 
group watching a staggering average of 5 hours 14 minutes a day [6]. The same study 
shows that almost all of those aged 75+ watch television every day (96%). Television 
is watched to alleviate loneliness [7], and lonely people watch more television [8]. 
However, this is a vicious circle, as television watching tends to reduce social 
involvement [9]. Conversely, people who indicate being happy when engaged in 
social activity, tend to report being bored and unhappy when watching television [10]. 
 
Interactive TV as an artificial companion  
In this paper, we introduce a possible future system called Artificial Companion for 
the Elderly (ACE). ACE is an attempt at turning the negative effects of TV watching 
around, by changing the TV from a piece of broadcasting technology into a 
stimulating companion whom you can have conversations with. The advent of digital 
television, and in particular its potential for interactivity provides the opportunity to 



pursue this idea. It opens up the possibility of personalized, adaptive experiences 
delivered in such a way that the viewers’ awareness of the world around them is 
enhanced and their general alertness is boosted, which will in turn make it easier for 
them to participate in meaningful interactions with other people. Our target user group 
is the (very) elderly user. 

 
But surely, only a human companion can help? 
There is evidence that pets alleviate depression in older adults, particularly those with 
minimal social support [11]. There has been quite some work on artificial pets: for 
example, the Sony dog, the Omron cats, the Tamagotchi, the Norns, the PlayStation 
"Pet in TV". These pets build up a simple repertoire of behaviors, based on how you 
take care of them. Artificial pets are being used in therapy [12]. Of course, a pet 
cannot replace a human, and neither can an interactive TV. We will, however, work 
towards the construction of an artificial but human-like companion, somebody to have 
(limited) two-way conversations with. 

 
Conversations, not done before? 
The last decades have seen a considerable amount of research on dialogue systems, 
based on a variety of input and output media. These systems tend to focus on 
performance of a concrete task, such as making travel reservations [13], or obtaining 
information on bank account balances [14]. Useful though systems of this kind may 
become, their aim is not to entertain, educate, and integrate their users. ACE, by 
contrast, does not support the elderly through performing a task, but through 
conversation. It needs to keep them entertained, show interest and curiosity, and 
encourage them to be actively engaged. The well-known example of the Eliza system 
(which models a Rogerian psychotherapist, [15]) shows that simple mechanisms can 
go a surprisingly long way. ACE will go beyond Eliza  (and its ‘chatterbot’ heirs) by 
tapping into recent research in gerontology, personalization, human-computer 
interfaces (HCI) and natural language processing (NLP). A particular source of 
inspiration is the recent wave of work on  (embodied) conversational agents, which 
try to mirror the way in which personality and emotion are expressed linguistically 
(and through speech, gesture, gait, gaze, facial expression). See [16, 17, 18] for 
examples. 

 
HCI / Gerontechnology challenges. 
Difficulties in handling computers and other modern technology increase with age 
[19]. This is partly due to a change in cognitive and perceptual abilities with age [20], 
and partly to the phenomenon of technology generations: the experience with 
technology in adolescence and young adulthood influences how users approach 
current technology [20].  A key challenge therefore is to keep interactions with the 
TV manageable even for elderly users. Our take on this problem will be to structure 
the interaction with the TV by letting ACE generate questions that the user will 
subsequently answer (using either speech or a remote control), in line with work on 
so-called conversational interfaces [21]. In addition, ACE will need to be able to cope 
with a large variation in perceptual and cognitive abilities. It will build on work done 
on "Design for all" (also called "Universal Access"), e.g. [22]. Other major issues will 



be the integration of ACE within the normal TV broadcast, and the encouragement to 
activity of normally passive viewers. 

2 Envisaged Application 

ACE could support conversations in a narrow domain, such as the weather, which 
may be modeled thoroughly. This approach would, however, tend to lead to very 
limited, impersonal, conversations, which would not provide the viewers the support 
and entertainment we have in mind. A more promising approach would be to 
concentrate on a wide domain that is of great interest to many elderly users: the daily 
news [6]. If we engage the elderly user with the daily news, their awareness of the 
world around them and their ability to interact with their peers will be enhanced. The 
difficulty is that it will be impossible to enter all the relevant facts in a format that 
ACE can understand. To get around this problem, we will -- roughly in the spirit of 
the Semantic Web -- allow existing newsreel to be selectively annotated, based on a 
dedicated ontology. For each event reported, the ontology might allow, for example, 
specification of the type of the event (e.g., political/sporting/etc.), its beginning and 
end time, whether it is generally viewed as good or bad, and so on. A new annotation 
tool based on such an ontology would allow a specialist to make aspects of the daily 
news transparent to ACE, allowing it to ask intelligent questions about it even though 
its understanding is limited, e.g., ‘Has an earthquake of this magnitude occurred 
earlier during your lifetime?’ Needless to say, as much as possible of the annotation 
will be performed automatically (e.g., [23]).  

3 Modeling the elderly viewer 

To be able to relate the news to the interests of the elderly user, the television will 
need to build up a detailed user model. This will not be done in the usual indirect way 
(i.e., by monitoring the user’s behavior), but by involving the elderly user in the 
construction of a user’s knowledge base (UKB) that contains their family tree and/or 
other aspects of their personal history. As a result, ACE will often know the answers 
to the questions that it asks (e.g., the user was alive during the 1995 earthquake in 
Kobe), enabling it to respond intelligently. Crucially, the construction of the UKB 
will mimic human conversation (with ACE asking questions), aiming to be both user-
friendly and entertaining. At any time, there will be many holes in the UKB, and 
therefore multiple questions competing to be asked. ACE will carefully select which 
questions it asks:  
• It will not ask too many questions at any time, and relate them as much as 

possible to the broadcast. For instance, if a news item is related to younger 
people, then ACE could ask whether the viewer has children. If a news item 
mentions France, and if the viewer is British, then ACE could ask whether the 
viewer has ever visited France. 

• It will mainly ask questions that make a substantial contribution to extending its 
knowledge base. As observed in [24], for some questions the answers are very 



likely. For instance, when asking a British viewer whether they have ever visited 
Burundi, the answer is very likely to be ‘no’, and therefore the answer is not 
likely to add much to the UKB. Similarly, for viewers in the US the ‘have you 
ever visited France’ question might be replaced by a ‘have you ever been to 
Europe’ question. In contrast to [24], however, for ACE it is not always bad to 
ask questions it can guess (or even knows) the answer to. For instance, in the 
earthquake example mentioned above, ACE knows the viewer was alive during 
the Kobe earthquake, and therefore the answer to the question ‘Has an earthquake 
of this magnitude occurred earlier during your lifetime?’ should be ‘yes’.  Asking 
this question makes the viewer think, which is a good thing in a conversation. 
Besides, the viewer might not remember the Kobe earthquake, and a ‘no’ 
response could therefore lead to an interesting discussion. In a sense, some 
questions could serve to add information to the UKB about whether the viewer 
remembers something or not. A lack in memory could indicate a lack of interest 
in a topic.  

• Follow-up questions could be asked depending on the viewer’s response. For 
instance, if they have visited France, ACE could ask when was the last time they 
were over there. This is related to maintaining narrative flow. Our conversations 
do not tend to jump from topic to topic: rather we speak some time about one 
topic before switching to another. Topics that are salient (by just having been 
discussed in the broadcast, or in a previous question) will have a higher 
likelihood of being asked about. If the answer to the question about visiting 
Europe was ‘no’, a question could be asked about ‘the viewer ever having been 
abroad’. 

• The information already in the knowledge base will allow ACE to personalize its 
questions. For instance, if ACE already knows that the viewer has a 
granddaughter of say 16 years old, then it can ask whether it is expected that she 
will go to university (after a news item on university tuition fees). 

• It will only ask questions that are easy to answer using the television remote 
control (so, questions that have a limited number of possible answers, or have a 
number as answer). This means that it cannot just ask the viewer a question like 
‘What job does your son have?’ If it wants to get this information, then it will 
need to ask gradually over time a number of questions such as ‘Does your son do 
manual work?’ Which question it asks will depend on the likelihood of the 
answer, which may depend on the knowledge it has already gathered. For 
instance, if it knows the son studied at university, then it is less likely to start with 
the ‘manual work’ question. 

 
Letting a user construct a model of herself can be viewed as a special case of 
knowledge editing, which is defined as the task of building up, extending and 
modifying a knowledge base. (The knowledge base in this case is the UKB of course.) 
Knowledge editing has been made easier in recent years by the advent of a new 
paradigm, which uses Natural Language Generation [25] to clarify the content of the 
knowledge base to the user and, more importantly in the present setting, to offer the 
user options for modifying it. Probably the most elaborate version of this idea is the 
approach called What You See Is What You Meant (WYSIWYM), developed by 
Richard Power and colleagues at the University of Brighton [26]. WYSIWYM has 



been applied across a range of applications, including Question Answering (in a 
domain of Maritime Law) [27] and Document Authoring (in a pharmaceutical domain 
among other things) [28]. The idea of WYSIWYM is to express the content of the 
knowledge base in natural language text, and to allow users to modify the knowledge 
base by interacting with this text. In the case of our application, for example, the UKB 
could contain the information that Mrs. Smith has a son (∃x: Son(MrsSmith,x)), 
which a language generator might simply express as ‘You have a son’. (Note that the 
same information would be expressed differently when said to someone who is not 
the parent.) A sentence of this kind, which expresses information in the UKB, is 
called a feedback text. Since sons have birth dates, the system can now offer the user 
the choice of entering the birth date of the son. We intend to go beyond this 
“standard” use of WYSIWYM in the following ways: 
 
• Following [29], options for modifying the UKB will be offered in the form of 

questions to the user. For example, instead of offering the user a menu-based 
interface for specifying the son’s birth date, the system will ask a question, e.g., 
‘In what year was your son born?’  The user can then use the remote control to 
enter the year whereupon the system can use its understanding of the situation to 
interpret the response (e.g., ’57’ will be interpreted as 1957). 

• Although experiments are confirming that WYSIWYM makes knowledge editing 
easier, the present application requires more than ease of use: to achieve the goals 
of section 1, knowledge editing has to become pleasurable and stimulating. For 
this reason, any information expressed by the system needs to be expressed 
colloquially, and preferably in a style mirroring that of the user (e.g., ‘When was 
your son borne? In what year was that?’). This can be done by exploiting the 
UKB, which can contain information about the user’s dialect, personality, etc, in 
the same way as it contains information about their family tree. Thus, the UKB 
will influence the form as well as the content of the things that the system says. 

 
The resulting system would have some important similarities with recent Dialogue 
Systems, which allow users to enter queries by allowing them to answer questions 
[30]. The common element here is to give the system more initiative than was done 
by older Dialogue Systems, thereby bypassing the need for (error prone) Natural 
Language Interpretation. A difference with most current Dialogue Systems, however, 
is that ACE would tailor its output (such as the linguistic expression of style, 
personality and emotion) to a specific user. Experiments will have to determine the 
optimal ‘mix’ of modalities: current WYSIWYM systems use written text throughout, 
but it may well prove more effective, in the present application, to use speech when 
asking questions of the user (cf. [30]), especially if the user is visually impaired. 
Similarly, speech input might prove more effective than input via remote control. 

4   Conclusions 

Traditionally user modeling has been used to enable adaptation of content, 
presentation and interaction (nine different purposes of user modeling are mentioned 



in [31]). For instance, Adaptive Hypermedia and Recommender systems (as used in 
Electronic Program Guides) rely on user modeling. Smart approaches to user 
modeling have been developed, involving stereotypes, observation of user actions, 
and explicit user feedback. Having conversations to build up a user model is not new 
in itself: it has, for instance, been applied in [32] to improve the interaction with a 
system that recommends restaurants. Systems of this kind perform user modeling to 
make the interaction with the user (e.g., the making of the restaurant 
recommendation) as effective as possible. We propose to do the opposite, using the 
conversation (and hence the user modeling) is a goal in itself: pleasant conversations 
are the goal. As a consequence, the domain has to be a lot wider, and natural language 
generation has to be more expressive than in more conventional approaches. 

The application of an Artificial Companion for the elderly has been introduced as 
an example of such a new class of applications. It has been indicated how the 
naturalness of the conversations can be achieved by using a combination of natural 
language generation techniques and personalization. 

We have only just started this work, and the user modeling and its user interface 
will need to be specified in more detail. Additionally, it will be vital to empirically 
establish the impact of ACE. In particular, it needs to be investigated whether ACE is 
easy enough to have a conversation with, whether it really feels like having a 
conversation with a person (e.g., involving a version of the Turing test), whether the 
conversation is on a deep enough level, and whether the interaction has the long-term 
effects that we are aiming at (i.e., enhanced mental activity and social involvement). 
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